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ABSTRACT 
 

An excavation damage zone (EDZ) can be defined as a rock zone where the rock properties 

and conditions have been changed due to the processes related to an excavation. This zone 

affects the behavior of rock mass surrounding the construction that reduces the stability and 

safety factor and increase probability of failure of the structure. This paper presents an 

approach to build a model for the identification and classification of the EDZ. The Support 

vector machine (SVM) is a new machine learning method based on statistical learning 

theory, which can solve the classification problem with small sampling, non-linearity and 

high dimension. However, the practicability of the SVM is influenced by the difficulty of 

selecting appropriate SVM parameters. In this study, the proposed hybrid Harmony search 

(HS) with the SVM was applied for identification and classification of damaged zone, in 

which HS was used to determine the optimized free parameters of the SVM. For 

identification and classification of the EDZ, based upon the modulus of the deformation 

modulus and using the hybrid of HS with the SVM a model for the identification and 

classification of the EDZ was built. To illustrate the capability of the HS-SVM model 

defined, field data from a test gallery of the Gotvand dam, Iran were used. The results 

obtained indicate that the HS-SVM model can be used successfully for identification and 

classification of damaged zone around underground spaces. 
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1. INTRODUCTION 
 

The excavation damage zone (EDZ) is defined as the zone immediately around an 

excavation boundary where the rock mass has been disturbed due to the excavation and 

redistribution of stresses [1, 2]. The disturbances can be in the form of creation of new 

fractures, closure and opening of pre-existing fractures and redistribution of stresses. During 

these processes, the mechanical, hydraulic and physical properties of the rock mass 

surrounding the excavation can be considerably affected. The presence of this zone can pose 

problems related to stability and seepage and consequently impair the performance and 

functionality of the excavation [3]. Various researches about the assessment and 

identification of the EDZ with different methods such as displacement measurement, 

seismic refraction, direct observation, using borehole camera were carried out worldwide [1, 

4-13].  

Recently, intelligence system approaches such as the support vector machine (SVM) 

have been used successfully for modeling and classification. SVM is a popular pattern 

classification method with many diverse applications is an emerging data classification 

technique proposed by Vapnik [14], and has been widely adopted in various fields of 

classification problems in recent years [15-18]. 

Kernel parameter setting in the SVM training procedure, along with the feature selection, 

significantly influences the classification accuracy. To determine optimized free parameters 

of the SVM for the identification and classification, the harmony search (HS) is used while 

discovering a subset of features, without reducing the SVM classification accuracy. 

Harmony search (HS) is a meta-heuristic search algorithm inspired by the improvisational 

process of musicians introduced by Geem et al. [19]. 

In this paper, an HS-SVM for identification and classification of the EDZ was defined. 

To illustrate the capability of the HS-SVM model presented, field data from a test gallery of 

the Gotvand dam, Iran were used. According to the authors’ knowledge, application of the 

hybrid HS with SVM for identification and classification of damaged zone around 

underground spaces is a unique research. 

 

 
Figure1. Behavior of mass rock surrounding an underground construction 
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2. EXCAVATION DAMAGE ZONE 
 

EDZ can be defined as a rock zone where the rock properties and conditions have been 

changed due to the processes related to an excavation. This zone affects the behavior of rock 

mass surrounding the construction (Figure1), that reduces the stability and safety factor and 

increase probability of failure of the structure. Different definitions for the damaged or 

disturbed zone have been used [20, 21]. In this paper, the definitions of Tsang  et al. [22] for 

Excavation disturbed Zone (EdZ), EDZ and Highly Damaged Zone (HDZ) were used. 

(Figure2). 
 

 
Figure 2. Zones around an underground construction 

 

 

3. SUPPORT VECTOR MACHINE 
 

The purpose of the SVM classification is to find optimal separating hyperplane by 

maximizing the margin between the separating hyperplane and the data. Assume that, a set 

of data 1{ , }m

i i iT x y  is given, where, xi denotes the input vectors,  1, 1iy    stands for 

two classes, and m is the sample number. It is possible to determine the hyperplane f(x)=0 

that separates the given data when two classes are linearly separable: 

 

 ( ) . 0f x w x b  

 

(1) 

 

where, w denotes the weight vector, and b denotes the bias term. w and b are used to define 

the position of separating hyperplane. The separating hyperplane should be satisfying the 

constraints: 

 

 ( ) ( . ) 1, 1,2,...,i i i iy f x y w x b i m   

 

(2) 
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Positive slack variables 
i  are introduced to measure the distance between the margin 

and the vectors xi that lying on the wrong side of the margin. Then, the optimal hyperplane 

separating the data can be obtained by the following optimization problem: 
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where, C is the error penalty. By the lagrangian multipliers ai introduced, the above 

mentioned optimization problem is transformed into the dual quadratic optimization 

problem, that is: 
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(4) 

 

Thus, the linear decision function is created by solving the dual optimization problem, 

which is defined as: 

 

 
, 1
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i i i j

i j
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(5) 

 

The SVM can also be used in non-linear classification by using kernel function. By using 

the non-linear mapping function φ(•) the original data x is mapped into a high-dimensional 

feature space, where the linear classification is possible. The non-linear decision function is: 

 

 
, 1

( ) ( . )
m

i i i j
i j

f x sign y K x x b


 
  
 

 

 

(6) 

 

where, ( . )
i j

K x x is called the kernel function, ( . ) ( ) ( )
i j i j

K x x x x  . The SVM constructed 

by radial basis function   2
( . ) exp 2

i j i j
K x x x x    has excellent non-linear 

classification ability. 

Several kernel functions help the SVM in obtaining the optimal solution. The most 

frequently used such kernel functions are the polynomial, sigmoid and radial basis kernel 

function (RBF) [23, 24]. Among them, the RBF is applied most frequently, because it can 

classify multi-dimensional data, unlike a linear kernel function. Additionally, the RBF has 

fewer parameters to set than a polynomial kernel. Consequently, the RBF is an effective 

option for kernel function. Therefore, in this study an RBF kernel function in the SVM was 

applied to obtain optimal solution. Two major RBF parameters applied in SVM, C and σ, 
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must be set appropriately. Parameter C represents the cost of the penalty. The choice of a 

value for C influences on the classification outcome. If C is too large, then the classification 

accuracy rate is very high in the training phase, but very low in the testing phase. If C is too 

small, then the classification accuracy rate unsatisfactory, making the model useless. 

Parameter σ has a much greater influence on classification outcomes than C, because its 

value affects the partitioning outcome in the feature space. An excessively large value for 

parameter σ results in over-fitting, while a disproportionately small value leads to under-

fitting [25]. 

 

 

4. PARAMETERS OPTIMIZATION OF SVM BASED ON HS 
 

The value of parameters C and σ that lead to the highest classification accuracy rate in this 

interval can be found by setting appropriate values for the upper and lower bounds (the 

search interval) and the jumping interval in the search. Meta-heuristic approaches are 

commonly employed to help in looking for the best feature subset. Although meta-heuristic 

approaches are slow, they obtain the (near) best feature subset. Jack and Nandi [26] and 

Shon et al. [27], employed Genetic algorithm (GA) to screen the features of a dataset. The 

selected subset of features is then fed into the SVM for classification testing. Zhang et al. 

[28] developed a GA-based approach to discover a beneficial subset of features for the SVM 

in machine condition monitoring. Samanta et al. [29] proposed a GA approach to modify the 

RBF width parameter of the SVM with feature selection. Nevertheless, since these 

approaches only consider the RBF width parameter for the SVM, they may miss the optimal 

parameter setting. Huang and Wang [30] presented a GA-based feature selection and 

parameters optimization for the SVM. Moreover, Huang et al. [31] utilized the GA-based 

feature selection and parameter optimization for credit scoring. Also, various researchers 

presented a particle swarm optimization (PSO)-based feature selection and parameters 

optimization for the SVM [32-38]. 

In this study, the selection of the parameters C and σ has a great influence on the 

performance of the SVM. The HS was used to determine the optimized C and σ, is based on 

natural musical performance, a process that searches for a perfect state of harmony. The 

harmony in music is analogous to the optimization solution vector, and the musician’s 

improvisations are analogous to local and global search schemes in optimization techniques. 

The HS algorithm does not require initial values for the decision variables and uses a 

stochastic random search that is based on the harmony memory considering rate and the 

pitch adjusting rate. The method is very easy to implement, and there are few parameters to 

adjust.  

Here, the harmony is composed of the parameters C and σ. Figure3 presents the process 

of optimizing the SVM parameters with the HS, which is described below: 

(1) Definition: The optimization problem can be defined as: 

 Minimize f(x) subject to ( 1,2,..., )iL i iUx x x i N    where, xiL and xiU are the lower 

and upper bounds for decision variables.  

The HS algorithm parameters are also specified in this step. They are the harmony 

memory size (HMS)  or the number of solution vectors in harmony memory, harmony 
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memory considering rate (HMCR), distance band width (bw), pitch adjusting rate (PAR), 

and the number of improvisations (K), or stopping criterion.  K is the same as the total 

number of function evaluations. 

(2) Initialization. The HS is initialized in the harmony memory (HM). The harmony 

memory is a memory location where, all the solution vectors (sets of decision variables) are 

stored. The initial harmony memory is randomly generated in the region [xiL, xiU](i=1, 2,. . ., 

N). This is done based on the following equation: 

 

 () ( ) 1,2,...,j
i iL iU iLx x rand x x j HMS    

 

(7) 

 

where rand() is a random number from a uniform distribution of [0,1]. 

(3) Improvise a new harmony from the harmony memory. Generating a new harmony 
new

ix is called improvisation where it is based on 3 rules: memory consideration, pitch 

adjustment and random selection.  First of all, a uniform random number r1 is generated in 

the range [0, 1]. If r1 is less than HMCR, the decision variable 
new

ix is generated by the 

memory consideration; otherwise, 
new

ix is obtained by a random selection. Then, each 

decision variable 
new

ix will undergo a pitch adjustment with a probability of PAR if it is 

produced by the memory consideration. The pitch adjustment rule is given as follows: 

 

 
new new
i ix x r bw  

 

(8) 

 

where, r is a uniform random number between 0 and 1. 

(4) Training the SVM model and fitness evaluation. The SVM model is trained with the 

parameters C and σ included in current harmony. The fivefold cross validation, which offers 

the best compromise between computational cost and reliable parameter estimates, is used 

to evaluate fitness. In fivefold cross validation, the training data set is randomly divided into 

5 mutually exclusive subsets of approximately equal size, in which 4 subsets are used as the 

training set and the last subset is used as validation. The above-mentioned procedure is 

repeated 5 times, so that each subset is used once for validation. The fitness function is 

defined as the 1-CAvalidation of the fivefold cross validation method on the training data set, 

which is formulated in the form of Eq. (9). The solution with a bigger CAvalidation has a 

smaller fitness value. 

 

 
5
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1 1 100%
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(9) 

 

where, yc and yf represent the number of true and false classifications, respectively.  

(5) Update harmony memory. After a new harmony vector x
new

 is generated, the harmony 

memory will be updated. If the fitness of the improvised harmony vector 

1 2( , ,..., )new new new new

Nx x x x is better than that of the worst harmony, the worst harmony in 
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the HM will be replaced with x
new

 and become a new member of the HM. 

(6) Termination. Repeat steps 3-5 until the stopping criterion (maximum number of 

improvisations K) is met. 

 

 
Figure 3. The process of optimizing the SVM parameters with the HS 

 

 

5. SITE DESCRIPTIONS AND GEOLOGY 
 

The tests carried out at Gotvand dam, which is located on the Karun river in the Khuzestan 

province, south west of Iran. This dam with 178 m height and 730 m length of embankment, 

regulates the water of the Karun river, also serves power generation, flood control and 

irrigation needs [39]. 

The geology of area is mainly including two formations; Bakhtiary (BK) and Aghajari 

(AJ). The BK formation is consisted of conglomerate, cherty limestone and inter bedded 

mudstones and sandstone [40]. The AJ formation contains 2 to 5 m thick layers of gray and 

greenish gray sandstones, inter bedded claystone, siltstone and brow reddish marlstone [39]. 

Also, laboratory testing was performed on rock samples from boreholes. A summary of 

results obtained are shown in Table 1. 
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Table 1: Summary results of the rock laboratory testing for Gotvand dam [41] 

Formati

on 
Rock type 

UCS 

(MP

a) 

Tensil 

Strength 

(MPa) 

Dry 

density 

(g/cm
3
) 

Porosity 

(%) 

Youn

g's 

modul

us 

(GPa) 

Wave velocity (m/s) 

       Vp Vs 

A
J

 

Claystone 16 1.90 2.31 19.5 2.28 1270-2800 820-2330 

Siltstone 16.1 1.95 2.30 16.4 2.6 1800-2800 1520-2280 

Sandstone 41.9 3.20 2.49 2.1 11.2 3960-4480 2560-2780 

B
K

 Mudstone 25.2 2.51 2.22 18.7 4.95   

Sandstone 15.6 2  12.3 2.1 2180 1530 

Conglomerate 25.8 2.8 2.48 7.5 13.6 2620-5000 1800 

 

 

6. DETERMINATION OF DEFORMATION MODULUS BY PLATE LOADING 

TEST 
 

The creation of EDZ due to a blasting impact and stress redistribution after excavation 

causes significant changes on the mechanical and physical properties and hydraulic 

conductivity around an underground excavation. The modulus of deformation (E) is an 

important parameter among other parameters that represents the behavior rock mass after 

excavation, which can be used for the identification and classification of the EDZ. 

The plate loading test (PLT) is the most familiar in situ experiment in rock mass 

studying. It is generally conducted in special test galleries or underground spaces excavated 

by conventional drill and blast, having a span of 2 m and a height of 2.5 m [42]. In the PLT, 

load is directly imposed on the wall of gallery, and the resultant displacement is measured 

on the loading point in rock [43]. The recoverable displacement is used to evaluate the 

deformation modulus based on the theory of elasticity. Depending on the loading condition, 

the PLT can be classified into two types of flexible and rigid  [44]. In this paper, the flexible 

PLT was adopted. An illustration of a PLT site is shown in Figure 4. 

 

 
Figure 4. The set-up of PLT 
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The PLT was carried out in a test gallery, excavated by drill and blast, at Gotvand dam to 

determine deformation modulus for the identification and classification of the EDZ. 

 

 

7. IDENTIFICATION AND CLASSIFICATION OF THE EDZ AND HDZ, USING 

THE HS-SVM MODEL 
 

Popular methods in the SVM multi-class classification are including: ‘one-against-one’ and 

‘binary tree’. The ‘binary tree’ SVM classification algorithm needs only k -1 two-class SVM 

classifiers for a case of k classes, while the ‘one-against-all’ SVM classification algorithm 

needs k two-class SVM classifiers where each one is trained with all of samples and the 

‘one-against-one’ SVM classification algorithm needs k(k -1)/2 two-class SVM classifiers 

where each one is trained on data from two classes [33]. Obviously less two-class classifiers 

expedite the rate of training and recognition. In this paper, the ‘binary tree’ SVM 

classification algorithm is adapted for identification and classification of the EDZ and HDZ, 

using the MATLAB environment (Figure5).  

The modulus of deformation for rock mass in the Gotvand dam is 5.8 GPa [45]. As the 

EdZ is a zone without major changes in flow and transport properties [22] and there are no 

negative influence on the long-term safety [10], a modulus of deformation of 5 GPa is 

assumed for this zone. Also, a threshold of less than 2 GPa was chosen to recognize the 

HDZ, which is a part of the EDZ. As shown in Figure5, the diagnostic model includes two 

SVM classifiers, which are used to identify the following three states: E ≤ 2 (HDZ), E > 5 

(EdZ) and 2 < E ≤ 5 (a part of the EDZ). 

 

 
Figure 5. Diagnostic model of the HDZ, EDZ and EdZ based on the HS-SVM classifiers 
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In all training data sets of the three states, the HS-SVM1 is trained to separate the EdZ 

from the EDZ. When input of the HS-SVM1 is a sample representing the EdZ, output of the 

HS-SVM1 is set to +1; otherwise -1. With samples of the EDZ, the HS-SVM2 is trained to 

separate a part of the EDZ from the HDZ. When input of the HS-SVM2 is a sample 

representing a part of the EDZ, output of the HS-SVM2 is set to +1; otherwise -1. Thus, 

diagnostic model of the HDZ, EDZ and EdZ based on the HS-SVM classifiers is obtained, 

which is shown in Figure5. As it can be seen in Figure5, X, Y and Z coordinates (location of 

installation extensometers from the portal of test gallery that in these points, displacements 

and modulus of deformations are obtained) were introduced as input parameters into the 

HS-SVM model and deformation modulus as output.  

The total data (99 data sets obtained from a test gallery in the Gotvand dam, Iran) are 

divided into two data sets: the training data (80 data sets) and the testing data (19 data sets), 

in which the training data sets are used to calculate the fitness function and train the SVM, 

and the testing data sets are used to examine the classification accuracy. A few samples of 

data sets for training and testing are presented in Tables 2 and 3. 

 

Table 2: A few samples for training the HS-SVM model 

No. 
Depth of extensometer in 

instrumentation hole (m) 

Input Output 

X (m) Y (m) Z (m) 
Deformation 

modulus (GPa) 

1 0.5 6 7.75 3 3.18 

2 1 6 8.25 3 6.48 

3 0.4 7.65 6 9 7.75 

4 1.2 8.45 6 9 14.9 

5 0.4 7.65 6 27 4.3 

6 0 6 7.25 9 2.11 

7 0.9 6 3.85 27 9.42 

8 2.3 9.55 6 3 24.95 

9 0.4 7.65 6 27 4.32 

10 0.5 6 4.25 9 3.33 

 

Table 3: A few samples for testing the HS-SVM model 

No. 
Depth of extensometer in 

instrumentation hole (m) 

Input Output 

X (m) Y (m) Z (m) 
Deformation 

modulus (GPa) 

1 0 6 7.25 3 0.955 

2 0.6 4.15 6 3 9.274 

3 0.9 6 3.85 3 2.55 

4 0.5 6 7.75 27 3.829 

5 1.2 3.55 6 27 9.66 

 

Both SVMs adopt RBF as their kernel function. In HS-SVM, the parameters σ, C of 

SVM model are optimized by HS. The related parameters C and σ for this kernel were 

varied in the arbitrarily fixed ranges [1, 3000] and [0, 5] so that to cover high and small 

regularization of the classification model, and fat as well as thin kernels, respectively. In the 
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harmony search, there are several coefficients which their values can be adjusted to produce 

a better rate of convergence. Table 4 shows the coefficient values in the HS. 

 
Table 4: Coefficient values in the HS. 

Maximum number of iterations 100 

Harmony memory size (HMS) 30 

Number of new harmonies 10 

Harmony memory consideration rate (HMCR) 0.95 

Pitch adjustment rate (PAR) 0.3 

Band width (bw) 
bw, max=59.98 

bw, min=0.1 

 

The adjusted parameters (σ, C) with maximal classification accuracy are selected as the 

most appropriate parameters. Then, the optimal parameters are utilized to train the SVM 

model. The classification accuracies and optimal parameters of SVM classifiers estimated 

by the HS are given in Table 5. 

 
Table 5: The classification accuracies and optimal parameters of SVM classifiers estimated by 

HS 

 
Optimal values of σ 

parameters 

Optimal values of C 

parameters 

Optimal classification 

accuracies of SVM % 

HS-SVM1 3.06 1995.89 99.6 

HS-SVM2 0.645 2118.93 98.4 

 

The SVM classifiers with the best accuracies were obtained to assess the potential of 

creating the EDZ and HDZ around a test gallery in the Gotvand dam. For instance, the EDZ 

and HDZ around 6-section with different distances (Z = 3 m, Z = 5m, Z = 10 m, Z = 12 m, Z 

= 16 m and Z = 22 m) from the portal of the gallery were obtained, as shown in Figure 6. In 

these sections, the data generating was carried out, using the MATLAB environment. 

 

 
Figure 6. The EDZ and HDZ around different sections of a gallery, Gotvand dam 
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In Figure 6, the orange region shows the HDZ (E ≤ 2), while the violet region is the EDZ 

(E ≤ 5). According to the results of the HS-SVM modeling, the EDZ at the test gallery 

around the Gotvand dam extends approximately 0.5-1 m into the rock mass. 

 

 

7. CONCLUSION 
 

In rock mechanics engineering, the study of the EDZ and HDZ is very important in terms of 

the economy, stability and safety; because, these zones affect the behavior of mass rock 

surrounding the underground spaces, which reduces the stability and safety factor of the 

underground structure. 

In this paper a new approach for the identification and classification of zones (EDZ and 

HDZ) around underground spaces was proposed and the following remarks were concluded: 

 In the HS-SVM model, the HS is used to select suitable parameters for the SVM 

classifier, which avoids over-fitting or under-fitting of the SVM model occurring because 

of the improper determining of these parameters. 

 Based upon the results of the HS-SVM modeling, the extent of the EDZ at the test gallery 

around the Gotvand dam is approximately 0.5-1 m into the rock mass. 

 The HS-SVM modeling as a good tool can estimate the damage occurred due to blasting 

around each section of an underground excavation. 
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